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Abstract Xl

Oweis, Zaid Basil, Using Stochastic Fractal Search Algorithm to Solve
Environmental-Economic Dispatch Including Wind Power. Master of Science
Thesis, Department of Electrical Power Engineering, Yarmouk University, 2016
(Advisor: Prof.Muaffaq I.Alomoush)

Abstract

Economic dispatch is one of the major problems in electrical power systems. It is a
nonlinear optimization problem with a number of constrains, that has to be solved to
obtain the minimum operating costs while respecting all physical limits of generating

units and considering transmission losses and environmental concerns.

The economic dispatch is the operation of generation facilities to produce energy at
the lowest cost to reliably serve consumers, taking in a count any operational limits of
generation and transmission facilities. Many considerations must be considered while
solving economic dispatch problem, like generators physical limits, load demand,

transmission lines limits and losses and gas emissions.

Historically, a large number of optimization methods have been used to solve the
economic dispatch problem. These methods can be classified as classical optimization

methods and heuristic optimization algorithms.

The classical methods include gradient method, lambda iteration method, Lagrange
relaxation method and linear programming methods. Because of the nonlinearity of the
economic dispatch problem as well as the large number of constraints and physical
limits, the classical methods usually give local optimum solutions and did not

guarantee a global solution.

Stochastic Fractal search (SFS) is one of the recent metaheuristic optimization

algorithms which have been introduced in 2015. It can be used effectively in solving
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economic dispatch problems. Solving economic dispatch problem includes nonlinear
characteristics of generators such as cost functions, power limits, prohibited zones and
ramp rate limits. Another important factor which should be considered when solving
the economic dispatch problem is gas emission rates of the generating units that can

be reduced to get less environmental impacts when using fossil fuel.

The results of SFS algorithm have shown a better performance in finding global
solution, with less number of iterations and less time compared with other existing
algorithm solutions. Comparing the results of SFS algorithm with other algorithms such
as genetic algorithm (GA) and particle swarm optimization (PSO) have shown the
effectiveness of the method. The results obtained in this thesis have shown that the
proposed algorithm solution outperforms other older algorithms solutions. In the first
system that has been studied, the power loss in the system has been reduced by
24.6 KW/h compared. In the second system, which consists of 13 thermal generating
units, the total cost obtained using SFS was lower than other solution methods by
$5.5/h. By obtaining a better optimal solution, and production and operating costs can

be reduced significantly.

Keywords: Economic Dispatch, Emission Dispatch, Combined Economic and
Emission Dispatch, Evolutionary Algorithm, Global Optimization, Metaheuristic
Algorithms, Wind Power, Stochastic Fractal Search, Transmission Losses, Valve-Point

Effects.
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1
INTRODUCTION

1.1. INTRODUCTION

conomic dispatch (ED) is one of the most important concerns in electric power
Esystems generation and operation. Solving economic dispatch problem is very
important in order to achieve the minimum operating cost and lowest emission rates,
while satisfying a number of constrains. The considered constrains are the load
demand, transmission losses, physical limits of the generating units and environmental

impact by lowering gaseous pollution levels.

Because of the importance of environmental effect on using fossil fuel, emission
rates are considered in solving economic dispatch problem to lower pollution levels as
much as possible to reflect the environmental concerns. Using fossil fuel produces a
number of polluting gaseous emission such as Carbon monoxide (CO), Carbon Oxide
(COy), Nitrogen Oxides (NOx), and Sulfur Oxides (SOx) [1]. Therefore, finding the
optimum solution for economic dispatch problem, both cost and emission rates are

considered and the problem becomes combined economic-emission dispatch.

Wind power is gradually growing around the globe. Including wind power is an

important factor in economic dispatch problem.
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INTRODUCTION 2

Many techniqgues have been used to solve the economic dispatch problem.
Conventional methods include lambda iteration method, gradient method, Lagrange
method, base point participation factor method and linear programming method [1].
These methods usually obtain local solutions rather than global solution due to the
complexity, non-linearity and multiple constrains of economic dispatch problem and
therefore, the solution obtained cannot be guaranteed to global solution or near global

solution.

Since 1990s many methods have been introduced to solve nonlinear optimization
problems that provide better global solutions and have enhanced -capabilities
compared to conventional methods. Metaheuristic algorithms are natural inspired
algorithms, which simulate natural phenomena or behavior and aims to find global

optimum solution rather than local optimum solutions.

Many evolutionary algorithms have been proposed in previous years to solve
economic dispatch problems, that use different approaches to find global optimum
solution. In the last few years, many evolutionary algorithms are introduced to get
better and faster solutions. Each method has its points of strength and weaknesses.
Stochastic Fractal Search is one of the latest evolutionary algorithms that has been
proposed by Salimi, Hamid in 2015 [2]. The name of the algorithm comes from the

natural behavior that it imitates.

1.2. LITERATURE REVIEW
To solve economic dispatch problem, many algorithms have been used to obtain
the optimal solution. Genetic Algorithm [3] and Particle Swarm Optimization [4, 5] are

the most well-known algorithms.
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INTRODUCTION 3

Another evolutionary algorithms have been used such as Gravitational Search
Algorithm (GSA) [6], Artificial Bee Colony (ABC) [7], Simulated Annealing (SA) [8],
Firefly Algorithm (FA) [9], Ant Colony Optimization (ACO) [10], Cuckoo Search (CS)
[11], Evolutionary Programming (EP) [12], Harmony Search Algorithm (HSA) [13],
Teaching Learning Based Optimization (TLBO) [14], Cultural Algorithm (CA) [15],
Biogeography-Based Optimization (BBO) [16], Artificial Immune System (AIS) [17],
Neural Network (NN) [18], Bacterial Foraging (BF) [19], Differential Evolution (DE) [20],
Honey Bee Mating Optimization (HBMO) [21], Evolutionary Strategy Optimization
(ESO) [22], Tabu Search (TS) [23] and Real-Coded Chemical Reaction Optimization

(RCCRO) [24].

The work presented in [4] solves economic dispatch problem using particle swarm
optimization considering generator limits: ramp rate limit and prohibited zones.
Solutions for 6, 15 and 40-unit systems are compared with genetic algorithm solution.
A comparison between the two methods solutions in terms of generating cost and time
to obtain solution (iteration time) has shown that particle swarm optimization

outperform genetic algorithm solution.

Author in [5] solves economic dispatch problem using modified particle swarm
optimization (MPSO) including valve-point effect and generator limits, and then shows
that the results obtained by his method outperform genetic algorithm solution and

other classical methods solutions.

Combined economic and emission dispatch using gravitational search algorithm for
6, 11, 15 and 40 generating units has been presented in [6]. Both emission and cost
are considered in the solution. In addition, generator limits, valve-point effect and

transmission losses are taken in count. The results obtained by gravitational search

www.manaraa.com



INTRODUCTION 4

algorithm were compared with other solution obtained by other techniques such as
lambda iteration, particle swarm optimization, differential evolution and genetic

algorithm.

Solution of economic dispatch problem using quantum genetic algorithm (QGA)
including wind power system and considering generator limits, spinning reserve and
valve-point effect has been presented in [25]. The author studied the effect of wind

power on solving economic dispatch problem.

The work in [26] presents a comparison between differential evolution algorithm and
a combination of differential evolution, with chaos sequence and sequential quadratic
programming (DEQ-SQP), in solving economic dispatch problem for 13 and 40
thermal generation units including valve-point affect. Losses are not considered in this

study.

In [27], the authors solve economic dispatch problem for 3, 6, 15 and 40 generating
units, which are combination of oil, gas, diesel, coal and combined cycle units.
Transmission losses and generators maximum and minimum power limits are

considered using modified particle swarm optimization.

Author in [28] solves multi objective environmental economic dispatch including
wind power for 6, 14 and 40 thermal and wind generating units. Generator power
limits, transmission losses and emission rates are considered. The impact of wind

power is also included.

In [29], bacterial foraging algorithm has been presented in solving economic
dispatch problem considering valve-point effects, power losses. Wind power is also

included. Different test systems have been studied using this algorithm and the results
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INTRODUCTION 5

obtained was compared with the corresponding results of other algorithm solutions

previously used.

The works presented in [30] and [31] study the impact of wind power on thermal
generation unit commitment and dispatch. The authors studied the benefits of using

wind power regarding both cost and emission levels.

Artificial bee colony algorithm to solve environmental-economic dispatch
considering wind power has been proposed in [32]. Solutions for 6, 15 and 40 unit
system obtained using this algorithm include transmission losses, generators physical
limits (minimum, maximum, ramp rate and prohibited zones) and valve loading effect.
The author studies the IEEE 30-bus system consisting of 6 thermal units with and
without wind power. In case of including wind power, two wind farms have been

included in the system.

Dynamic economic-emission dispatch considering load and wind power
uncertainties has been presented in [33]. The author has applied particle swarm
optimization technique for four test systems; 5, 10, 30 and 100 unit systems including

system losses, ramp rate limits and valve-point effect for 24 hours period

In [34], a hybrid techniqgue combining seeker optimization algorithm and sequential
guadratic programming (SOA-SQP) has been presented to solve dynamic economic
dispatch problem including valve-point effect for 24 hours period was used. The author
has studied two systems, 5 and 10 generating units. Losses is considered in the 5 unit

system and neglected in the 10 unit system.
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1.3. MOTIVATION

In the last decade, demand on electric power has been increased significantly.
Lowering the operating cost can affect all aspects in production of energy. Emission
rates are considered in solving economic dispatch problem due to the importance of

lowering pollution levels and reflecting the environmental concerns.

These days, renewable energy including wind power is merging with conventional
power systems, which are mostly thermal generating units. Therefore the importance
of studying economic dispatch problem including wind power has increased

significantly in the last few years.

Using new techniques to solve economic dispatch problem can reduce the

operating costs and emission rates.

1.4. THESIS OBJECTIVES AND CONTRIBUTION

The main objective is the introduction of a new technique or algorithm to solve
economic dispatch problem to obtain a better, near global solution, so that obtaining
lower generating cost and emission rates. This new technique has to handle the

complexity and non-linearity of economic dispatch problem.

One of the main contributions of this thesis is to apply the very recent algorithm,

stochastic fractal search, in solving economic dispatch problem. This will include:

1. Mathematical model of environmental economic dispatch problem including

wind power is presented

2. All constrains are included in the model, which include:

a. Total real power transmission losses
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INTRODUCTION 7

b. Real power balance equation

c. Emission rates

d. Generator upper, lower and ramp rate limits

e. Prohibited zones

f. Valve-point effects

3. The impact of wind power on economic dispatch solution is discussed

Different scenarios including emission and wind power are discussed. The results
obtained by stochastic fractal search are compared with the results of other techniques
used to solve economic dispatch. By getting a lower operating cost and lower emission

rates the effectiveness of using this method will be proved.

1.5. THESIS LAYOUT
Solving methods are introduced in chapter 2, which are divided into two parts. First
part discusses some classical methods and the second part discusses some heuristic

methods and evolutionary algorithms.

Chapter 3 presents a description and mathematical representation of environmental
economic dispatch problem including wind power. All aspects of the problem such as
generators limits and constrains are included. Chapter 4 presents stochastic fractal

search algorithm.

In chapter 5 all studied scenarios, systems and a comparison between other
techniques solutions and stochastic fractal search solutions are discussed. Last

chapter, chapter 6, presents conclusions and recommendations for future work.
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2

OPTIMIZATION PROBLEM
AND SOLVING METHODS

2.1. OPTIMIZATION PROBLEM FORMULATION
2.1.1. Objective Function

he objective function expresses one or more quantities which are to be
Tminimized or maximized. The optimization problems may have only one
objective function or more than one objective functions. The problem with
multi-objectives can be rewritten as single objective problems either by forming a
weighted combination of the different objectives or by treating some of the objectives

as constraints.

2.1.2. Variables

Variables are set of unknowns, which have to be determined. The variables are
used to characterize the objective function and constrains. The design of the variables
is chosen to satisfy certain specified function and other needs. The design variables

can be continuous or discrete.
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OPTIMIZATION PROBLEM AND SOLVING METHODS 9

2.1.3. Constrains
A set of constraints allow the unknowns to take on certain values and eliminate

other values. They are conditions that must be satisfied to make the design workable.

Once the design variables, constraints, objectives and the relationship between

them have been selected, the optimization problem can be defined.

The general form for a single objective optimization problem with equality and

inequality constrains can be written in the following form [35]:

Minimize
f(x) (1)
Subiject to:
g9;(x) <0 j = 1,2 . Mineq @)
hy (x) =0 k=12..mg 3
xS xS x i=12..n (4)

f(x) is the objective function to be optimized, g;(x) and hy (x) represent the
inequality constrains and equality constrains functions, respectively. The x vector form
the n design variables that will be obtained to achieve the optimum solution of the
objective function. x! and x”are the lower and upper limits of the objective function,
respectively. The objective function and constrains functions can be linear or nonlinear

functions.

Optimization methods are designed to provide the best values of system design and
operating strategy, values that lead to the highest levels of system performance.

These methods can be divided in to classical methods and heuristic methods [36].
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OPTIMIZATION PROBLEM AND SOLVING METHODS 10

2.2. CLASSICAL OPTIMIZATION METHODS

The classical methods for optimization are suitable in finding the optimal solution of
continuous and differentiable functions. These methods are analytical and make use of
the methods of differential calculus in locating the optimum points [35]. Since some of
the practical problems involve objective functions that are not continuous and/or
differentiable, the classical optimization techniques have limited scope in practical

applications [36].

The classical or conventional methods include lambda iteration method, gradient
projection methods, interior point method, linear programming, Lagrange relaxation
and dynamic programming. These methods usually find relative (local) minimum or
maximum solution rather than finding the global solution. Figure 2-1 shows local and
global solution.

Ay, A,, A3 = Relative maxima
A, = Global maximum
f(x) By, B, = Relative minma  f(x)
\ By = Global minima A

Relative minima is
also global minimum

L

B,

Y

o pmm—————————

a b a
Figure 2-1: Local and global solution
2.3. METAHEURISTIC METHODS AND EVOLUTIONARY ALGORITHMS
Evolutionary algorithms are techniques inspired by natural or biological evolution
and imitation processes of life such as reproduction, mutation, recombination, natural

selection and survival of fittest. They are associated with artificial intelligent.
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OPTIMIZATION PROBLEM AND SOLVING METHODS 11

Finding the solution involves evolving a population of solutions to an optimization
problem through iterative application of randomized processes of recombination and
selection, until a termination criterion is met. Evaluating the population using different
selection, recombination, and mutation to generate new population. Each member of

the population represents a candidate solution.

In computer science and mathematical optimization, a metaheuristic is a higher
level technique or heuristic designed to find, generate, or select a heuristic (partial
search algorithm) that may provide an adequately decent solution to an optimization

problem.

Two major components are involved in any metaheuristic algorithms. These are
intensification and diversification, or exploitation and exploration. Diversification means
to generate diverse solutions so as to explore the search space on a global scale,
while intensification means to focus the search in a local region knowing that a current
solution is found in this region. A balance between intensification and diversification
should be found during the selection of the best solutions to improve the rate of

algorithm convergence.

Some well-known metaheuristic optimization methods which are used to solve

nonlinear optimization problems are given in the following paragraphs.

Simulated annealing is a global optimization technique based on the metal
annealing processing. It involves in controlling heating and cooling of metal with
minimum energy in order to obtain larger crystal size which results in reducing the

metal defects [37].
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Genetic algorithm is based on Darwin's theory of survival of the fittest and
principles of natural genetics and natural selection, GA relays on three basic elements;

reproduction, crossover and mutation [37].

Ant colony optimization is based on the foraging behavior of social ants. Ants
initially search randomly for the food, after finding it, they return to their colony
depending on pheromone trails. Other ants will keep searching randomly, but when
they find pheromone trail made by former ants, which will use it to find the food

source [37].

Particle swarm optimization is based on swarm behavior observed in nature such
as fish and bird schooling [38]. Bee algorithm is class of metaheuristic algorithms,

inspired by the foraging behavior of bees [39].

Firefly algorithm is based on the flashing patterns and behavior of fireflies [40].
Differential evolution is a vector-based evolutionary algorithm, and can be considered
as a development of genetic algorithms [41]. Tabu search algorithm uses memory and
the search history is a major component of the method [42]. Harmony search is

heuristic optimization algorithm related to the improvisation process of a musician [43].

Cuckoo search is a nature-inspired metaheuristic algorithm which is based on the
brood parasitism of some cuckoo species [44]. Bat algorithm is a metaheuristic
algorithm inspired by the echolocation behavior of bats, with varying pulse rates of
emission and loudness [45]. Gravitational search algorithm is a nature inspired

algorithm based on the Newton’s law of gravity and the law of motion [46].

The grey wolf optimizer algorithm mimics the leadership hierarchy and hunting

mechanism of grey wolves in nature [47]. Multi-verse optimizer inspired by three
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concepts in cosmology: white hole, black hole, and wormhole [48]. Teaching learning
based optimization algorithm based on the effect of influence of a teacher on

learners [49].

In summary, to form an optimization problem, objective function, variables and
constrains must be determined. Solving methods can be divided to classical
optimization methods and heuristic optimization methods. Next chapter presents a
mathematical representation of environmental economic dispatch problem in power

systems including wind power.
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ECONOMIC DISPATCH IN
POWER SYSTEMS

3.1. INTRODUCTION

olving an economic dispatch problem involves obtaining the minimum value of
San objective function while meeting physical constrains and limits. The objective
function is usually the operating cost function, which can be expressed by
approximated quadratic function or by more precise function including valve-point
effects. An emission function can be added to the cost function to form the objective
function. The emission function can also be expressed in the same way as the cost
function. Since the total generation capacity is larger than the total demand and the
power system spreads out on a large geographical area, the division of a load among
all generators is most important to be determined to obtain the lowest cost, emission

and total transmission power loss.

An economic dispatch problem is considered as a part of the unit commitment
problem that can be defined as the planning for which of the generators will be turned
on and which will be turned off for specific period of time in a power system, so that
deciding the generators that will be connected to the network and the generators that

will be shut down for that specified period.
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3.2. COST, EMISSION AND VALVE-POINT EFFECT

Cost and emission functions are needed to be optimized. Therefore it is needed to
develop a relationship between the output power, and the operating cost and emission.
In order to do that, a thermal generating unit consisting of a boiler (steam supply),

a turbine and a generator is considered as shown in Figure 3-1.

The output generated power supplying not only the load demand but also 2% to 5%
of the output power feeds the station auxiliaries such as boiler feed pumps, fans and

condenser circulating pumps [50].

Water

l l [ § | |

. Steam -
Boiler » Turbine Generator Electricity
[ | L )
I Supply station
auxiliaries (2% to 5%)
Fuel

Figure 3-1: Thermal generation system

Generation cost can be represented in four different curves; input/output curve, fuel

cost curve, heat rate curve and incremental cost curve.

The input power to the thermal unit can be measured either in British thermal unit
per hour (Btu/h) or cal/hour. The total output power of a thermal unit is measured in
MW. Figure 3-2 shows the input/output curve of a thermal unit, power input in Btu/h
versus power output in MW. Btu is defined as the amount of heat needed to raise 1
pound of water at maximum density through one degree Fahrenheit that is equivalent

to 1055 joules.
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Power input, MW

Y

Power output, MW

Figure 3-2: Input/Output curve of a thermal generation unit
Operating cost curve is the same as input/output curve but scaled to fuel cost;

multiplying the fuel input by the cost of fuel in $/Btu. It is resulted in the curve that is

shown in Figure 3-3. The operating cost function is usually given in quadratic equation.

The quadratic operating cost function of generator i without valve-point effect can be

expressed as [51]:

Ci(Pgi) = ai+BiPsi +viPei®  $/h (5)

C:(Pgi) = aj+BiPgi + viPsi’

Operating cost, $/h

R

Y

Power output, MW

Figure 3-3: Operating cost curve of a thermal generation unit
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The derivative of the operating cost function is the incremental cost function curve,

which shows how the cost will increase to generate the next increment of power, as

shown in Figure 3-4 [51].

The incremental cost is defined as [51]:

ac;
IC; =——= ;i + 2y;Pe; $/MWh (6)
dPg;
A
e
=
=
-3
§ IC; = B; + 2y;P
8 = Bi + 2P
IS o c Slope = 2y;
[
(D)
e
(O]
3]
£
Bi
Power output, MW

Figure 3-4: Incremental cost curve of a thermal generation unit

Heat rate curve or incremental fuel rate curve is the same as input/output curve, but
scaled to MW. It represents the ratio of fuel input in Btu to energy output in MWh, it

indicates the fuel efficiency. Therefore, lower heat rates imply higher fuel

efficiency [51].

Thermal efficiency of a generating unit can be affected by several factors such as
condenser pressure, re-heat stages, condition of steam and steam cycle used [50].

Figure 3-5 shows heat rate curve of a thermal generation unit [52].
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Heat rate, Btu/KWh

Y

Pmin Prated Pmax
Power output, MW

Figure 3-5: Heat rate curve of a thermal generation unit

In large steam turbine generators, a number of steam controlling valves are used to
control the steam amount fed to the turbine. These valves open in sequence to
increase the output power of the generation unit. Therefore, the earlier quadratic cost
function becomes non-smooth cost function. Figure 3-6 and Figure 3-7 show the

input/output characteristics of a four-valve thermal unit and the incremental heat rate,

respectively.

Power input, Btu/MW

A
N

Y

Prin Power output, MW

Valve 2
Valve 3
Valve 4

Figure 3-6: Input/Output curve of a thermal generation unit with
multi valve effect
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Incremental heat rate, Btu/KWh

Valve 2
Valve 3

Pin Power output, MW

Valve 4

Y

Figure 3-7: Incremental heat rate including multi valve effect

To model the valve-point effect, the additional sinusoidal term is added to the

guadratic cost function. Figure 3-8 shows the electric energy operating cost function

without valve-point effect and the non-smooth electrical energy cost function with

multiple valve-points effects. The term |n; sin(y; (PZ™ — Pg;)| is added to include the

effect of valve-point to cost function [28].

With valve-point P

Without valve-point =====

Operating cost, $/h

——

Power output, MW

Y

Figure 3-8: Operating cost function with and without valve-points of a thermal generation unit
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The cost function of generator i including valve-point effect can be expressed
by [28]:

Ci(Pgi) = ai+PiPi + viPsi” + |ni sinQ (PE™ — Pe)| - $/h (7)

The first three terms represent the quadratic operating cost function of power

generation of generator i and the fourth term represent the effect of valve-point to the

cost function.

The total amount of emissions, such as Carbon Oxide (CO;), Nitrogen Oxides
(NOx), and Sulfur Oxides (SOx), released by using fossil fuels in thermal power plants,
can be defined as the sum of a quadratic function and an exponential function. The

guadratic emission function of generator i without valve-point effect can be expressed
by [6]:
Ei(Pg) = a;+b;Pg; + ¢;Pg;>  Ton/h ®)
The exponential term d;exp(8;P;;**) is added to (8) to include valve-point effect to
the emission function. Therefore, the emission function of generator i including valve-
point effect can be expressed by [6]:
E;(Pg;) = a;+b;iPg; + c;Pg;” + d; exp(6;PG;*)  Ton/h 9)
3.3. WIND POWER
A wind turbine converts the kinetic energy of a moving air to the form of mechanical

energy and electrical energy.

The kinetic energy of an object having mass m and velocity V is equal to the work
done W in displacing that object from rest to a distance d under a force F [53].

E=W=Fxd (10)

According to Newton's Second law, force is given by:

F=mxa (11)
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Relating initial velocity, final velocity and acceleration of the air flow by the third
equation of motion gives:

V2finat = VZinitiar +2a X d (12)

Assuming that the initial velocity of airflow is zero, the acceleration of air flow

becomes:

V2 ina
= % (13)

The kinetic energy in the airflow can now be given by:

E = %m x V2 (14)

The mass of the air can be obtained by multiplying the volume v of the air by its
density ¢:

m=vXxX¢ (15)

Hence the kinetic energy in the wind becomes:

1
Ezivxfxvz (16)
Considering a wind rotor of cross area A exposed to airflow with density ¢ and

speed V, the power in the airflow can be written in the form [53]:

1
Py = Ef X AXV3 @an

where & X A x V' is the mass flow rate of air.

Not all the power of the airflow can be extracted by the wind turbine rotor. The
power coefficient is defined as the ratio between the extracted power by the turbine
rotor and the airflow power available [53].

Ry

Cp B Pair (18)

The power extracted by the wind turbine is given by:

1
PW=CpxPair=§CprxAxV3 (19)
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The maximum value of power that can be extracted from the fluid flow is known by
Betz limit, which says that a turbine cannot extract more than 59 % of the power from

the air stream [53].

16
Cpmax = 5 = 0.59 (20)

A variable rotation speed wind turbine can operate at maximum C,over a range of

wind speed as shown in Figure 3-9 [53].

Power output, KW U

Y

Vi Vr Vo
Wind speed, m/s

Figure 3-9: Power curve of a wind turbine

The above power curve shows the relationship between the output power generated
by the wind turbine and the wind speed. Below the cut-in speed V;, the wind turbine
remains shut down because of the power in the wind is too low to produce useful
energy. Once the wind speed exceeds the cut-in speed, the power output increases
following the cubic relationship with the wind speed modified by the variations in C,
until the rated speed V. of wind is reached. Above the rated wind speed the
aerodynamic rotor is arranged and designed to limit the mechanical power extracted
from wind and reducing the mechanical loads on the turbine shaft. After that, if the

wind speed exceeds the cut-out speed V,, the turbine is shut down [53].

www.manaraa.com



ECONOMIC DISPATCH IN POWER SYSTEMS 23

The output of the wind turbine with a given wind speed input may be stated as [53]:

B,=0, for V.<ViandV >V, (21)
1

PW=§CP><5><A><V3, for V,<V <V, (22)

P,=P., for V, <V <V, (23)

Because of the uncertainty of the available wind speed at any given time, factors for
overestimation and underestimation of available wind power are used in the
mathematical model, that can be calculated based on the difference between expected

wind power Pw, f and available wind power P, s [54].

The mathematical model of wind power source for economic dispatch will also
include direct cost for the wind power to represent the payment of the operator for wind
power to the wind farm owner. Therefore, the total electrical energy cost related to the
overestimation and underestimation should be considered in the evaluation. In
addition, the direct electrical energy cost of wind power generators is very significant
and it should be added to the thermal electrical energy cost in wind-thermal power

plants [28].

The direct cost for wind power can be given by [28, 54]:

NF NW

DC,, = Z Z CwrPwys $/h (24)
f=1w=1

The factor for overestimation can be described as if a certain amount of wind power
is assumed and that power is not available at the assumed time, power must be

purchased from an alternate source, or loads must be shed [28, 54].

NF NW

OSW = Z Z Cos,w.f(pw.f - Pw.f) $/h (25)
f=1w=1
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The underestimation factor can be explained as that if the available wind power is
actually more than what was assumed the power will be wasted and it is reasonable for
the system operator to pay a cost to the wind power producer for the waste of available

capacity [28, 54].

NF NW
us,, = Z Z Cusw.f(Pws—Puwys)  $/h (26)
f=1w=1
Consequently, the wind generation cost in $/hour will be:
Cw = DC,, + 0S,, + US,, (27)
or
NF NW
Cow = z z [Cwf Pws + Cosw.fPuws — Pws) + Cuswr(Puws—Pus)]l  (28)
f=1w=1

The additional wind power can be handled in different ways; one way is to sell the
surplus power to other utilities, or by a fast dispatch and automatic generation control
(AGC), the output of non-wind generators (thermal generators) must be reduced
correspondingly. If these ways cannot be achieved a dummy load resistors can be

used to dissipate the additional energy [28].

These practicalities can be modeled by underestimation penalty cost function. From
the perspective of the system operator, determining the optimal generation of wind
power generators and system total demand are key factors to reduce the

overestimation and underestimation of wind generator output [28].

3.4. CONSTRAINS
Constrains can be divided into equality and inequality constrains. Inequality
constrains includes generators physical limits which are upper, lower, prohibited zones

and ramp rate limits.
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Equality constrain is the power balance between load and the generated power from

both thermal and wind generation units.

3.4.1. Generators Limits

Each of the generators has its own generation capacity, which cannot be exceeded
at any time. Synchronous generators rated by the maximum MVA output at certain
voltage and power factor, which is usually between 0.85 to 0.9 lagging. The maximum

and minimum active power output is limited by the prime mover capabilities [55].

Minimum and maximum power limits of generator i are given by:
pmin < p.. < pmax (29)
The reactive power output of a synchronous generator is limited due to three factors:
armature current limit, field current limit and end region heating limit. Figure 3-10

shows the capability curve of a synchronous generator [55].

Q,MVar
A / Field current limit
. -
= o Rated MVA, PF
s c
5 2 &
Q’ . .
3 3 o Armature current limit
> P,MW

e] [@)]
o £ L
£ S =
§ —_ ~<— End region heating limit
)

Figure 3-10: Capability curve of a synchronous generator

A typical thermal unit may possibly have a steam valve in operation, or a vibration in
a shaft bearing. These cause a discontinuity and interference in input/output curve

sections. This called prohibited zones, as shown in Figure 3-11. In practical operation
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of a thermal unit, changing the power output must stay within all capacity limits and

avoid the unit from operating in the prohibited zones [5].

U
. Pais
Pgis

Fuel cost, $/h

— 1

min l U l U l U max
PGi PGi,l PGi,l PGi,Z PGi,Z PGi,3 PGL',3 PGi

Y

Power output, MW

Figure 3-11: Operating cost curve including upper, lower limits and prohibited operating zones

Minimum, maximum power limits and prohibited zones of generator i are given
by [4]:

P < Py < PL
Pg i1 < Pgi <Pl i=12..NG, j=12..z (30)

U max
Pgizi < Pgi < Pg;

The power output of a practical generator cannot be adjusted instantaneously
without limits. The operating range of all operating units is constrained by limits during
each dispatch period. These limits are called ramp rate limits. Consequently, the
following dispatch output of a generator should be limited between the constraints of
up and down ramp rates [5].Therefore, for generator i, the real power generated Pg; in
any certain time may not exceed the real power of the previous time interval PJ; by
more than up ramp rate limit UR; and not less than the real power of the previous

interval by more than down ramp rate limit DR; of the generator.
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Ramp rate limits of generator i are given by [5]:
max (PZ™, PY; — DR;) < Pg; < min(P@%*, P2, + UR) (31)
3.4.2. Power Balance Including Losses and Wind power
The total real power output of all thermal and wind generators must always be equal

to the sum of the real power demands and the total system real power losses.

NF NW

PGT_2P61+22PW_PD+P1 (32)

3.4.3. Loss Formula and B-Matrix

Power plants in a power system are spread out geographically. Transmission
network losses must be considered to accomplish a true economic dispatch solution.
Total network loss is expressed as a function of unit generations. To calculate network
losses, Kron's approximate formula is commonly used by the power utility industry.
Total transmission network real power loss in the system is given by Kron's

formula [51]:

NG NG

ZZPGLBUPGJ +ZBOJPGl + B,, (33)

i=1j=

3.4.4. Dynamic Economic Dispatch

Dynamic economic dispatch is an extension of conventional economic dispatch
problem which takes into account the ramp rate limits on of the generation units.
Solving dynamic economic dispatch problem is carried out by dividing the entire
dispatch period to small time periods and solving the conventional economic dispatch

of each small time period [34].

3.5. MATHEMATICAL REPRESENTATION
The economic dispatch problem is a nonlinear problem with equality and

non-equality constrains, it can be considered as a part of unit commitment problem.
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The solution can be obtained by various methods. The aim is to obtain an optimum

solution to give minimum cost and/or emission and satisfying all constrains.

By solving economic dispatch problem the optimal solution is obtained while
satisfying number of constrains, which are:
e Balance of power: total power output of all generators must equal the total
power demand plus transmission losses.
e Generators limits: Minimum and maximum power limits, ramp rate limit and

prohibited zones.

3.5.1. Objective Function

The total operating cost for thermal generating units (C,) in $/hour and total

emission (E7) in kg/hour are given by:

NG
COSt(Cg) = Z Ci (PGi) (34)
i=1
NG
Emission(Ey) = Z E;(P;) (35)

Total operating cost of committed generators (Cy) including wind generating units is

given by:

NG
Cost(Cr) = ) C4+Cy (36)
2,

For dynamic economic dispatch, the total operating cost and emission become [34]:

T NG

6=, ) ClPa) (37)
e

Er= > E(Pa) (38)

~
1]

=
1]

=

i

where 7 is the number of dispatch hours.
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3.5.2. Solving Economic Dispatch Problem

Solution of economic dispatch problem is obtained by obtaining the minimum value
of the objective function. The objective function can be the total generation cost. If
emission levels are considered, the objective function will be a combination of both
cost and emission. In this case the solution can be minimizing total cost only, or

minimizing total emission only or minimizing both total cost and emission.

Equality and inequality constrains should be taken in count when solving economic
dispatch problem. Equality constrain is the power balance and the inequality constrains

are the generator power limits.

The objective function which is the sum of total generating cost and total emission is
given by:

fr=Cr+1rXxE; (39)

Where r is the weight factor between cost and emission. Setting r = 0, then the

emission is not considered.

For combined economic emission dispatch problem, the solution obtained by
minimizing both cost and emission functions. A proper value of r can be obtained by

the ratio between the maximum fuel cost and the maximum emission [6], and given as:

max max 2 . min _max
Ci(Pgmiax) ai-l-ﬁiPGi +yiPGi + T'IL. Sln(Xi(PGi _PGi ) (40)
i = maxy
E;(Pg™) ai+biP’Gnia"+cl-PZli“"2+diexp(6inliax)

The equality constrain of economic dispatch problem is the power balance. Power
balance means that the total power generated should equal the total demand plus the

total system losses as given in equation (32) and can be rewritten as:

NF NW

NG
i=1 f=1w=1
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The inequality constrains of economic dispatch problem are the generator minimum

and maximum power, prohibited zones and ramp rate limits given in equations (30)

and (31).

In summary, the economic dispatch is to solve the following nonlinear constrained

optimization problem:
Minimize

fr (42)
Subiject to:

NF NW

NG
PD+Pl—ZPGl+ZZPWf=O (43)
i=1 f=1w=1

max(Pg™, PY; — DR;) < Pg; < min(PZ®*, PY, + UR)), i=12..NG (44)
P < Py < PL;
PY iy < Pa <Py, i=12.NG, j=12..2 (45)
Pgi 7i < Pgi < PG
Mathematical model and formulation of economic dispatch problem has been
presented in this chapter, considering both emission and wind power. In the next

chapter, fractal search and stochastic fractal search are discussed.
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4.1. INTRODUCTION
Stochastic fractal search algorithm is one of the latest metaheuristic global

optimization algorithms that has been proposed by Salimi, Hamid in 2015. As in
the case of most of the nature-inspired evolutionary algorisms, stochastic fractal
search imitates a natural behavior, which is inspired by the natural phenomenon of
growth by using the mathematic concept of fractal. The particles in the stochastic
fractal search algorithm explore the search space more efficiently using the diffusion

property, which is implemented commonly in random fractals [2].

Metaheuristics have two main properties: exploitation (intensification) property and
exploration (diversification) property. The exploitation property is searching around the
current best solutions, and selecting the best candidates or solutions. The exploration
property investigates the efficiency of the algorithm in exploring the search space,

usually by the randomization method.

All procedures in the stochastic fractal search algorithm are divided into two
processes; diffusing process and updating process. In the diffusing process, the

chance of finding the global minimum is increased. Each particle diffuses around its
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current position. In the updating process, the problem space is exploring efficiently, it

uses some random methods as updating processes [2].

4.2. FRACTAL SEARCH

Fractal is a natural phenomenon that indicates the property of an object or quantity
or a mathematical set that exhibits a repeating pattern (a self-similar structure) that
displays on all scales. Based on the fractal characteristics, the stochastic fractal
search metaheuristic algorithm inspires random fractals grown by diffusion limited
aggregation (DLA) method concept as a successful search algorithm in both accuracy
and time consumption. The diffusion limited aggregation is the process by which
particles experiencing a random walk due to Brownian motion cluster together to form

aggregates of such patrticles [2].

Random fractals can be generated by modifying the iteration process by means of
stochastic rules. Stochastic fractal search employs a random walk to simulate the
diffusion process, where the diffusing particle remains attached to the seed particle

which creates it. This process is repeated until a cluster is formed [2].

4.3. STOCHASTIC FRACTAL SEARCH

There are two main processes that take place in the stochastic fractal search
algorithm: the diffusion process and the updating process. In the former one, each
particle diffuses around its present position to assure exploitation property. This
diffusion prevents of being trapped in the local minima and improves the chance of
finding the global minima. In the second process, the algorithm simulates how a point

in a group updates its position based on the positions of other points in the group [2].

The stochastic fractal search considers a static diffusion process. i.e., the best

generated particle from the diffusing process is the only particle that is considered, and
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the rest of the particles are ignored. In addition to efficient exploration of the problem
space, stochastic fractal search uses some random methods as updating

processes [2].

To create new particles from the diffusion procedure, stochastic fractal search uses
the Gaussian statistical methods, where the Gaussian distribution is the random walk

used in the DLA growth process of stochastic fractal search [2].

If €and ¢ are uniformly distributed random numbers restricted to [0,1], BP is the
position of the best point, P, is the ith point in the group, then a series of Gaussian
walks (GW; and GW, ) participating in the diffusion process are described by the

following two equations:
GW; = Gaussian (ugp,0) + (e X BP — &' X B) (46)
GW, = Gaussian (up, 0) (47)
Where pgp, up and o are the Gaussian means and standard deviation of (46) and
(47): ugp = |BP|, and pp = |P|. If g indicates the generation number, the standard
deviation in the above equations is computed as follows:

o= E"j‘—@x(Pi—BP) (48)

For a D-dimensional global optimization problem, each denoted individual is
considered to solve the problem has been built based on a D-dimensional vector.
During the initialization stage, each point is initialized randomly based on minimum
and maximum bounds. If UB and LB indicate, respectively, the vectors of upper and
the lower bounds of a problem, the initialization equation of the jth point, P, is
expressed as follows:

P = LB +¢x (UB— LB) (49)
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After initializing all points, the fitness function of each point is evaluated to achieve
the best point (BP) among all points. To exploit problem search space, consistent with
the exploitation property in the diffusion procedure, all points wander around their

current position.

Due to the exploration property, stochastic fractal search uses two statistical
procedures to increase the better space exploration. The first procedure is carried out
on each individual vector index, while the second procedure is then carried out to all
points. First of all, the first procedure rank all points based on the value of the fitness
function. Each point i in the group is then assigned a probability value (P,;) which
abides by a simple uniform distribution, which is given by:

_ rank(R)

ai N (50)

Where rank (P) is the rank of point P, among the other points in the group, and N is
the number of all points in the group. Equation (50) indicates that the better the point,
the higher the probability. For each point P in group, based on whether or not the
condition P,; < ¢ is satisfied, the jth component of P, is updated according to the next
equation, otherwise it remains unchanged.

P'i() = P() — e x (R() — K()) (51)

Where P';(j) is the new modified position of P;, P, and P, are randomly selected
points in the group, eis a random number selected from the uniform distribution in the

continuous space [0, 1].

From previous discussion, it can be noted that the first statistical procedure is
carried out on the components of the points. To improve the quality of exploration and
satisfy the diversification property, the second statistical procedure, on the other hand,

modifies the position of a point considering the position of other points in the group.
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Once again, before initiating the second statistical procedure, all points obtained
from the first statistical procedure are ranked based on equation 50. Similar to the first
statistical process, if the condition P,; < ¢ is held for a new pointP’;, the current position

of P’; is modified according to equations given below. Otherwise no update occurs.

P',=P,—-¥x(P;—BP) Ww<0.5 (52)
P,=P,—¥x(P;—P,) ¥>05 (53)

Where P, and P, are randomly selected points obtained from the first procedure,
and ¥ are random numbers generated by the Gaussian normal distribution. The new

point P"’; replaced P’; if its fitness function value is better than P’;.

The flowchart of the stochastic fractal search algorithm is shown in Figure 4-1.
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Figure 4-1: Stochastic fractal search flowchart
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The pseudo algorithm of the SFS is as follows [2]:
"Initialize a population of N points
While g < maximum generation or (stop criterion) Do

{

For each Point P; in the system Do

Call Diffusion Process with the following process:
{
g = (maximum considered number of diffusion).
Forj=1toqDo

If (user uses Gaussian walk to solve the problem)

{

Create a new point based on Eq. (46).

}

Else (user uses another Gaussian walks to solve the problem)

{

Create a new point based on Eq. (47).

}
}
}

Call Updating Process with the following process

{

}

First Updating Process:
First, all points are ranked based on Eq. (50).
For each Point P; in the system Do

{

For each componentjin P; Do

If rand [0, 1] = Pa;

{
Update the component j in P; based on Eq. (51).

}

Else

{
}
}
Second Updating Process:
Once again, all points obtained by the first update process are ranked based on

Eqg. (50).
For each new point P; in the system Do

Do nothing.

If rand [O, 1] = P&/’

{
Update the position based on Eg. (52) and Eq. (53).

}

Else

{
Do nothing.

}
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SIMULATION RESULTS AND
DISCUSSIONS

5.1. SYSTEMS UNDER STUDY

I n the present work various power systems have been studied and solutions using
SFS was obtained. The systems can be categorized into four scenarios, each one

of them has different cases as follows:

1. First scenario: cost only is considered without emission or wind power. There
are four cases in this scenario:
a. 6 unit system with quadratic cost function. Valve-point effect is not
considered but losses and prohibited zones are taken into account.
b. 13 unit system with quadratic cost function. Valve-point effect is
considered but losses are not considered in this case.
c. 40 unit system: quadratic cost function only is considered and ignoring
any other factors.
d. 40 unit system with quadratic cost function. Valve-point effect is
considered but transmission losses are neglected.
2. The second scenario: cost and emission are considered without wind power.

There are four cases in this scenario:
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a. 6 unit system with quadratic cost and emission function. Valve-point

effect and transmission losses are not considered.

b. 10 unit system with quadratic cost and emission function. Valve-point

effect and transmission losses are considered.

c. 11 unit system: quadratic cost and emission function are considered.

Transmission losses are not considered.

d. 40 unit system with quadratic cost and emission function. Valve-point

effect is considered but transmission losses are not considered.

3. In the third scenario, cost emission and wind power are considered; there is one

system in this scenario. The study of the system can be divided in to two cases:

a. First case, 6 thermal unit system: the studied system considers

emission and cost. Wind power is ignored in the system.

b. In the second case three wind generators are placed in the system
and three thermal generating units are removed. The cost and

emission are taken into account.

4. The forth scenario is dynamic economic dispatch. Two cases are studied in this

scenario:

a. Case 1: 5 unit system, where cost, transmission losses and valve-point

effect are considered.

b. Case 2: 10 unit system, which include cost only. Valve-point effect and

transmission losses are neglected.
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5.2. CONSIDERING COST

5.2.1. Case 1: 6 Unit System

This system includes six thermal generation units, which have the cost coefficients

and limits presented in Table 5-1, ramp rate limits and prohibited zones presented in

Table 5-2. The system contains 26 buses and 46 transmission lines, and the load

demand is 1263 MW [4], the results obtained are compared with the corresponding

genetic algorithm results as well as particle swarm optimization results.

Table 5-1: Generators cost-coefficients and limits of the 6-unit system

Un|t a; ,Bi Yi Pgilin ngax
i | $h[sMwh|sMweh | Mw | Mw
1 |240| 7.00 | 0.0070 | 100 | 500
2 |200| 100 | 0.0095 | 50 | 200
3 |220| 850 | 0.0090 | 80 | 300
4 |200] 11.0 [ 0.0000 | 50 | 150
5 |220] 105 | 0.0080 | 50 | 200
6 |[190| 12.0 | 0.0075 | 50 | 120

Table 5-2: Ramp rate limits and prohibited zones of the 6-unit system

Unit| P3; | UR; | DR; | Prohibited zones
[ MW | MW/h | MW/h MW
1 |440| 80 | 120 |[210 240][350 380]
2 [170| 50 | 90 | [90 110][140 160]
3 [200] 65 | 100 |[150 170][210 240]
4 [150| 50 | 90 | [8090]110 120]
5 190 50 | 90 | [90110][140 150]
6 |10 50 | 90 | [7585][100 105]

Loss coefficients of this 6-unit system are given by the following B-matrix:

017 012 007 —0.01
0.12 014 009 0.01

g —|007 009 031 000

U7 1-0.01 -0.06 000 024
~0.05 —0.06 —0.10 —0.06
L 0.02 —0.01 -0.06 —0.08

B, = [-0.3908

B,, = 0.0056

—0.05
—0.06
-0.1
—0.06
1.29
—0.02

—0.027
—0.01
—0.06
—0.08
—0.02

1.5 -

x 1073

—0.1297 0.7047 0.0591 0.2161 — 0.6635] x 1073
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Table 5-3 presents the optimal values obtained by solving the optimization problem
using stochastic fractal search, genetic algorithm and particle swarm optimization.

Table 5-3: Optimal solution of the 6-unit system

Pg; Optimization Method
MW GA PSO SFS
Pac1 474.81 | 447.50 | 448.0000
Pa2 178.64 | 173.32 | 172.7072
Pas 262.21 | 263.47 | 263.3454
P4 134.28 | 139.06 | 139.8460
Pgs 151.90 | 165.48 | 164.3151
Pas 74.18 87.13 | 87.7195
PL 13.022 | 12.958 | 12.9334
Per | 1276.03 ] 1276.01 | 1275.93
Cr[$/n] | 15459 | 15450 15450

In the first studied system, the solution obtained regarding the cost using stochastic
fractal search is $15450/h, which is the same as the solution obtained by particle
swarm optimization and lower than genetic algorithm, but the power losses is 12.9334
MW, which is lower than the results of both methods. This shows the effectiveness
and the ability of stochastic fractal search algorithm in solving economic dispatch

problem including generator limits and transmission losses.

5.2.2. Case 2: 13 Unit System

The system consists of 13 thermal generating units with total load demand of 1800
MW. The losses are not considered in this case. Study cost coefficients, generators

limits and valve effect coefficient are shown in Table 5-4 [26].

Table 5-5 shows the optimal solution obtained by stochastic fractal search and other
solution methods. The total cost obtained by stochastic fractal search is $17933/h,
which is lower than deferential evolution solution by $26.18/h and lower than

sequential quadratic programming solution by $5.52/h.

www.manaraa.com



SIMULATION RESULTS AND DISCUSSIONS 42

Table 5-4: Cost coefficients, generators limits and valve effect coefficients of
the 13-unit system

Unit| a; Bi Vi PI™ | PO | 1 Xi

i | $nh]$Mwh]sMwh | Mw | Mw | $/h | Rad/MWh
1 [550] 8120 |0.00028] o | 680 [300] 0.035
2 |309] 810 [ 00005 | 0 | 360 [200| o0.042
3 |307| 810 |o0.00056] 0 | 360 [150| 0.042
4 |240| 7.74 [0.00324] 60 | 180 [ 150 0.063
5 |240| 7.74 |0.00324]| 60 | 180 [150| 0.063
6 |240| 7.74 |0.00324]| 60 | 180 [150| 0.063
7 |240]| 7.74 |0.00324]| 60 | 180 [150| 0.063
8 |240| 7.74 |0.00324| 60 | 180 [150| 0.063
9 |240| 7.74 |0.00324]| 60 | 180 [150| 0.063
10 | 126 7.74 |0.00284| 40 | 120 |[100| 0.084
11 |[126| 8.60 [0.00284] 40 | 120 [100| 0.084
12 |126| 8.60 |[0.00284] 55 | 120 [100| 0.084
13 |[126| 8.60 [0.00284] 55 | 120 [100| 0.084

Table 5-5: Optimal solution of the 13-unit system

Pg; Optimization Method
MW DE DEC-SQP SFS
Pei | ———— 526.1823 | 515.2944
Pece | ———— 252.1857 | 258.5680
Pezs |————— 257.9200 | 223.3036
Pey | ————— 78.2586 101.0292
Pes | ———— 84.4892 | 99.62523
Peg |————— 89.6198 | 102.4947
Pz | ————— 88.0880 104.6944
Peg | ———— 101.1571 103.6471
Pgg |————— 132.0983 | 100.9663
Powo |—————— 40.0007 | 40.09425
Peu | ———— 40.0000 40.12567
Peo | ——m—— 55.0000 | 55.00022
Peis | ——m—— 50.0000 | 55.15642

PL 0 0 0

Por 1800 1800 1800

Cr[$/h]| 17959.609 | 17938.952 | 17933.429
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5.2.3. Case 3: 40 Unit System

This system consists of 40 generation units. The units are a mix of oil, gas, coal,

diesel, and combined cycle units. Total demand of the system is 8550 MW, generator

cost coefficients and limits are given in Table 5-6 [27].Transmission losses are

neglected. Solution using SFS is also given in Table 5-6. The reference paper uses

modified particle swarm optimization technique to solve economic dispatch problem.

Table 5-6: Cost coefficients, generators limits and SFS solutiotion of the 40-unit system

Un|t a; ﬁl Yi Pgl”n Pgllax SFS
i $h | siMwh | siMweh | mw | Mw MW
1 | 170.4°4| 8.336 [0.03073| 40 80 || 73.5038
2 | 30954 | 7.0706 | 0.02028 | 60 | 120 || 119.9986
3 | 369.03 | 8.1817 | 0.00942 | 80 | 190 || 189.9996
4 | 135.48 | 6.9467 | 0.08482 | 24 42 || 34.9770
5 | 135.19 | 6.5595 | 0.09693 | 26 42 || 32.6788
6 | 222.33 | 8.0543 | 0.01142 | 68 | 140 || 139.9993
7 | 287.71 | 8.0323 | 0.00357 | 110 | 300 || 299.9998
8 | 391.98 | 6.999 | 0.00492 | 135 | 300 || 299.9997
9 | 455.76 | 6.602 | 0.00573 | 135 | 300 || 292.9024
10 | 722.82 | 12.908 | 0.00605 | 130 | 300 || 130.0008
11 | 6352 | 12.986 | 0.00515 | 94 | 375 || 94.0008
12 | 654.69 | 12.796 | 0.00569 | 94 | 375 || 94.0027
13 | 9134 | 12.501 | 0.00421 | 125 | 500 || 125.0002
14 | 1760.4 | 8.8412 | 0.00752 | 125 | 500 || 266.9111
15 | 1728.3 | 9.1575 | 0.00708 | 125 | 500 || 262.0069
16 | 1728.3 | 9.1575 | 0.00708 | 125 | 500 || 269.6199
17 | 1728.3 | 9.1575 | 0.00708 | 125 | 500 || 261.8901
18 | 647.85 | 7.9691 | 0.00313 | 220 | 500 || 499.9998
19 | 649.69 | 7.955 | 0.00313 | 220 | 500 || 440.9808
20 | 647.83 | 7.9691 | 0.00313 | 242 | 550 |[549.9990
21 | 647.83 | 7.9691 | 0.00313 | 242 | 550 |[549.9993
22 | 785.96 | 6.6313 | 0.00298 | 254 | 550 ||550.0000
23 | 785.96 | 6.6313 | 0.00298 | 254 | 550 |[549.9996
24 | 79453 | 6.6611 | 0.00284 | 254 | 550 || 546.4674
25 | 794.53 | 6.6611 | 0.00284 | 254 | 550 || 549.9994
26 | 801.32 | 7.1032 | 0.00277 | 254 | 550 || 546.2601
27 | 801.32 | 7.1032 | 0.00277 | 254 | 550 ||532.8674
28 | 1055.1 | 3.3353 [ 0.52124 | 10 | 150 || 14.8896
29 | 1055.1 | 3.3353 [ 0.52124 | 10 | 150 || 10.0100
30 | 1055.1 | 3.3353 | 052124 | 10 | 150 || 10.0051
31 | 1207.8 | 13.052 | 0.25098 | 20 70 || 20.0002
32 | 810.79 | 21.887 | 0.16766 | 20 70 || 20.0027
33 | 12477 | 10.244 | 0.2635 | 20 70 || 20.0003
34 | 1219.2 | 8.3707 | 0.30575 | 20 70 || 20.0000
35 | 641.43 | 26.258 [ 0.18362 | 18 60 || 18.0002
36 | 1112.8 | 9.6956 [ 0.32563 | 18 60 || 18.0001
37 | 1044.4 | 7.1633 | 0.33722 | 20 60 || 20.0271
38 | 832.24 | 16.339 [ 0.23915 | 25 60 || 25.0000
39 | 832.24 | 16.339 [ 0.23915 | 25 60 || 25.0003
40 | 1035.2 | 16.339 | 0.23915 | 25 60 || 25.0001
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Results obtained using stochastic fractal search and those obtained by particle
swarm optimization are shown in Table 5-7. The results show that the total cost
obtained using the new technique is approximately lower by $1400/h.

Table 5-7: Optimal solution of the 40-unit System

PSO SFS

P. | MW 0 0
Per | MW | 8550 8550
Cr | $/nh [ 116943 | 115470

5.2.4. Case 4: 40 Unit System With Valve-Point Effect

This system consists of 40 generation units, with valve-point effect. Total load

demand is equal to 10500 MW.

Table 5-8 shows the optimal solution obtained by stochastic fractal search and other
solution methods, the solution obtained using stochastic fractal search is $120340/h,
which is lower than the solution obtained by sequential quadratic programming
solution by $1401/h and lower than deferential evolution solution by $1560/h, so that

the obtained solution using stochastic fractal search is the lowest.

Table 5-8: Optimal solutions of the 40-unit system including valve-point effect

P Optimization Method
MW DE DEC-SQP | SFS
PL 0 0 0

Par 10500 10500 10500
Cr[$/n] [ 121900 | 121741 | 120340

Table 5-9 shows quadratic cost coefficients of generators including valve-point
effect coefficients. Transmission losses are not considered [26]. The optimal SFS

solution is also given in Table 5-9.
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Table 5-9: Cost coefficients, generators limits, valve effect coefficients and SFS solution of the
40-unit system

Unit| g« Bi Yi PR | PO | Xi SFS
i $h | $/Mwh | s/Mw?h | Mw | Mw | $/h | Rad/MW ||  Mw
1 |94.705| 6.73 |0.00690| 36 | 114 [100| 0.084 || 113.9098
2 |94.705| 6.73 [0.00690| 36 | 114 [100]| 0.084 | 113.9247
3 [30954| 7.07 1002028 60 | 120 |100| 0.084 || 98.0009
4 |369.03| 8.18 [0.00942] 80 | 190 [150]| 0.63 || 157.9259
5 [148.89| 535 [0.01140| 47 | 97 |120| 0.077 || 96.9895
6 |222.33| 805 [0.01142]| 68 | 140 [200| 0.084 | 107.7687
7 |278.71| 8.03 [0.00357| 120 | 300 [200| 0.042 || 299.3204
8 |[391.98| 6.99 [0.00492| 135 | 300 [200| 0.042 || 256.3926
9 |455.76 | 6.60 [0.00573| 135 | 300 [200| 0.042 | 299.6428
10 [ 722.82| 12.90 | 0.00605] 130 | 300 [200]| 0.042 || 130.0150
11 [635.20| 12.90 [ 0.00515] 94 | 375 [200| 0.042 || 94.2499
12 [ 654.69| 12.80 [0.00539 | 94 | 375 [200| 0.042 || 94.5931
13 [913.40| 12.50 | 0.00421] 125 | 500 [300| 0.035 | 196.1035
14 [1760.4| 8.84 [0.00752] 125 | 500 [300| 0.035 || 386.4045
15 [1728.3| 9.15 [0.00708 | 125 | 500 [300| 0.035 || 374.5277
16 [1728.3| 9.15 [0.00708| 125 | 500 [300| 0.035 || 310.0143
17 | 647.85| 7.97 [0.00313] 220 | 500 [300| 0.035 || 489.3796
18 [649.69| 7.95 [0.00313] 220 | 500 [300| 0.035 || 461.9662
19 [647.83| 7.97 [0.00313] 242 | 550 [300]| 0.035 || 545.5149
20 | 647.81| 7.97 [0.00313| 242 | 550 [ 300 0.035 || 513.0920
21 |785.96| 6.63 [0.00298 | 254 | 550 [300| 0.035 || 549.7983
22 |785.96| 6.63 [0.00298 | 254 | 550 [300| 0.035 || 523.5309
23 | 79453 | 6.66 |[0.00284 | 254 | 550 [ 300 0.035 || 549.7741
24 | 79453 | 6.66 [0.00284 | 254 | 550 [ 300 0.035 || 549.9140
25 |801.32| 7.10 |[0.00277 | 254 | 550 [300| 0.035 || 548.3053
26 |801.32| 7.10 |[0.00277 | 254 | 550 [ 300 0.035 || 541.3216
27 |1055.1| 3.33 |0.52124| 10 | 150 [120] 0.077 || 39.7752
28 |1055.1| 3.33 [0.52124| 10 | 150 [120] 0.077 || 10.2137
29 |1055.1| 3.33 |052124| 10 | 150 [120] 0.077 |[ 10.0790
30 |148.80| 535 |o0.01240| 47 | 97 |120| 0.077 || 75.5158
31 [222.92] 6.43 |0.00160| 60 | 190 |[150| 0.063 || 181.7705
32 22292 6.43 |0.00160| 60 | 190 |[150| 0.063 || 189.9689
33 22292 6.43 |0.00160| 60 | 190 150 0.063 || 189.9558
34 |107.87| 895 |0.00020| 90 | 200 [200| 0.042 || 199.2706
35 11658 8.62 |0.00020| 90 | 200 [200| 0.042 || 183.3559
36 | 11658 8.62 |0.00020| 90 | 200 |[200| 0.042 |[[199.67714
37 |307.45]| 5.88 |0.01610| 25 | 110 | 80 | 0.098 || 109.5170
38 [307.45| 5.88 |0.01620| 25 | 110 | 80 | 0.098 || 108.6019
39 [307.45| 5.88 |0.01610| 25 | 110 | 80 | 0.098 || 109.8282
40 |647.83]| 7.97 |0.00313| 242 | 550 [ 300 0.035 || 490.0961

www.manaraa.com



SIMULATION RESULTS AND DISCUSSIONS 46

5.3. CONSIDERING COST AND EMISSION
5.3.1. Case 1: 6 Unit System

The system consists of 6 generators, cost coefficients and generators limits are
shown in Table 5-10. Emission coefficients are shown in Table 5-11. Total load
demand is 1000 MW [6]. A comparison of the results between SFS and gravitational
search algorithm solution is made.

Table 5-10: Cost coefficients and generators limits of the 6-unit system

Unit a; :81: Yi Pgl-lin Pgilax
i $h | $/Mwh [ $imweh | mw | Mw
756.800 | 38.540 | 0.1525 | 10 | 125
451.325] 46.160 | 0.1060 [ 10 | 150
1050.00 | 40.400 | 0.0280 | 35 | 225
124353 | 38.310 | 0.0355 | 35 | 210
165857 | 36.328 | 0.0211 | 130 | 325
1356.66 | 38.270 | 0.0180 | 125 | 315

OB WIN|F-

Table 5-11: Emission coefficients of the 6-unit system

Unit a; bi Ci
i kg/h kg/MWh kg/MW?h
1 | 13.860 0.3300 0.0042
2 | 13.860 0.3300 0.0042
3 | 40.267 -0.5455 0.0068
4 | 40.267 -0.5455 0.0068
5 | 42.900 -0.5112 0.0046
6 | 42.900 -0.5112 0.0046

Tables 5-12 and 5-13 show the optimal values obtained by solving the optimization
problem using stochastic fractal search and other methods. The solution obtained is
lower than other techniques solution. Solution obtained using stochastic fractal search
is $51252/h, which is lower than the solution obtained by genetic algorithm and
differential evolution solution by $10/h and lower than particle swarm optimization

solution by $17/h.
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Comparing the result with gravitation search algorithm result we have $3/h lower
cost and approximately the same emission rate. But comparing SFS with, A- iteration
method, much lower cost of $12/h is obtained and the emission rates are reduced
by 1.5 kg/h. By using this method we have a lower fuel cost and emission rates.

Table 5-12: Optimal Solution of the 6-unit System using SFS

P Optimization Method
MW SFS
Pac1 80.89420
P2 80.63590
Pcs 165.6298
Pca 164.4522
Pas 254.5702
Pcs 253.8177
P 0
Por 1000
Er[kg/h] 827.1086
Cr[$/Nn] 51252.35

Table 5-13: Comparison of the results for the 6-unit System

o Er Cr
Optimization Method ko/h i
A - iteration 828.720 | 51264.6
Recursive 828.715 | 51264.5
PSO 828.863 | 51269.6
DE 828.715 | 51264.6
Simplified recursive | 828.715 ] 51264.6
GA similarity 827.261 | 51262.3
GSA 827.138 | 51255.7
SFS 827.109 | 51252.0

5.3.2. Case 2: 10 Unit System

The system consists of 10 generation units with load demand of 2000 MW.
Quadratic cost coefficients and generators limits are shown in Table 5-14. Emission
coefficients and valve effect coefficient are shown in Table 5-15. [6]. The results

obtained are compared with gravitational search algorithm results.
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Table 5-14: Cost coefficients and generators limits of the 10-unit system

Unit a; :81: Yi Pg}in Pgilax
i $/h $/MWh | $/MW?h | Mw | Mw
1 |1000.403 | 40.5407 [ 0.12951 | 10 | 55
2 |950.6060 [ 39.5804 [ 0.10008 | 20 | 80
3 |900.7050 | 36.5104 [ 0.12511 | 47 | 120
4 1800.7050 | 39.5104 [ 0.12111 | 20 | 130
5 |756.7990 | 38.5390 [ 0.15247 | 50 | 160
6 | 451.325 |46.1592 [ 0.10587 | 70 | 240
7 | 1243.531138.3055 [ 0.03546 | 60 | 300
8 |1049.998 | 40.3965 [ 0.02803 | 70 | 340
9 |1658.569 |36.3278 [ 0.02111 | 135 | 470
10 | 1356.659 | 38.2704 | 0.01799 | 150 | 470

Table 5-15: Emission and valve effect coefficients of the 10-unit system

Unit a; b; ¢ 1 Xi d; S;
i Ib/h Ib/MWh | Ib/MW?h | $/h | Rad/MWh Ib/h /MW
1 |360.0012 | -3.9864 | 0.04702 | 33 0.0174 10.25475] 0.01234
2 1350.0056 | -39524 | 0.04652 | 25 0.0178 10.25475| 0.01234
3 | 330.0056 | -3.9023 | 0.04652 | 32 0.0162 ]0.25163 | 0.01215
4 1330.0056 | -3.9023 | 0.04652 | 30 | 0.0168 | 0.25163]0.01215
5 113.85930 | 0.3277 | 0.00420 | 30 0.0148 10.24970 | 0.01200
6 |]13.85930| 0.3277 | 0.00420 | 20 | 0.0163 | 0.24970 | 0.01200
7 140.26690 | -0.5455 | 0.00680 | 20 0.0152 10.24800 | 0.01290
8 140.26690 | -0.5455 | 0.00680 | 30 | 0.0128 | 0.24990 | 0.01203
9 ]42.89550| -0.5112 | 0.00460 | 60 | 0.0136 | 0.25470 | 0.01234
10 | 42.89550 | -0.5112 | 0.00460 | 40 0.0141 10.25470 | 0.01234

Loss coefficients of this 10-unit system are given by the following B-matrix:

15
16
39
10
12
12
14
14
16
16

15
16
10
40
14
10
11
12
14
15

49
14
15
15
I 717
17
18
19
20

14
45
16
16
17
15
15
16
18
18

16
17
12
14
35
11
13
13
15
16

17
15
12
10
11
36
12
12
14
15

17
15
14
11
13
12
38
16
16
18

18
16
14
12
13
12
16
40
15
16

19
18
16
14
15
14
16
15
42
19

207
18
16
15
16
15
18
16
19
441

x 107°

[0 0 00O O O 0 0 0]

Byo =0
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Table 5-16 shows optimal solution obtained by SFS and other solution methods.
Comparing the SFS results, with results of other algorithms, shows that a lower cost

than all other methods with almost the same emission rates.

Table 5-16: Optimal solution of the 10-unit system

Pg; Optimization Method
MW MODE | PDE | NSGA | SPEA GSA SFS
Pa1 5495 | 54.96 | 51.95 | 52.96 | 54.9992 | 54.4804
Pc2 7458 | 79.38 | 67.26 | 72.81 | 79.9586 | 80.0000
Pas 79.43 | 83.98 | 73.69 | 78.11 | 79.4341 | 84.9712
Pca 80.69 | 86.59 | 91.36 | 83.61 | 85.0000 |83.5194
Pcs 136.86 | 144.44 | 134.05 | 137.24 | 142.1063 | 138.037
Pcs 172.64 | 165.78 | 174.95 | 172.92 | 166.5670 | 165.902
Pg7 283.82 | 283.21 | 289.43 | 287.20 | 292.8749 | 299.399
Pcs 316.34 | 312.77 | 314.06 | 326.40 | 313.2387 | 315.436
Pco 448.59 | 440.11 | 455.70 | 448.88 | 441.1775 | 429.956
Pcio | 436.43 | 432.68 | 431.81 | 423.90 | 428.6306 | 432.211
Por 2084.3 | 2083.9 | 2084.26 | 2084.03 | 2083.99 | 2083.92
Er[Ib/h] | 4124.9 | 4111.4 | 4130.2 | 4109.1 | 41114 | 41184
Cr [$/h] | 113480 | 113510 | 113540 | 113520 | 113490 | 113400

5.3.3. Case 3: 11 Unit System

The system consists of 11 generating units. Quadratic cost coefficients and
generators limits are shown in Table 5-17.Emission coefficients are shown in
Table 5-18. Total Demand is 2500 MW [6].

Table 5-17: Cost coefficients and generators limits of the 11-unit system

Unit a; ﬁi Yi Pgl-"in Pgilax
i $/h $/MWh | $/MWh | MW | MW
1 |0.00762]192.699| 38785 | 20 | 250
2 10.00838]211.969| 44162 | 20 | 210
3 10.00523]219.196 | 42257 | 20 | 250
4 10.00140 | 201.983 | 552.50 | 60 | 300
5 |0.00154|212.181| 557.75 | 20 | 210
6 |0.00177]191.528 | 562.18 | 60 | 300
7 |0.00195] 210681 | 568.39 | 20 | 215
8 |0.00106 | 199.138 | 682.93 | 100 | 455
9 |0.00117 | 199.802 | 741.22 | 100 | 455
10 |0.00089 | 212.352 | 617.83 | 110 | 460
11 | 0.00098 | 210.487 | 674.61 | 110 | 465
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Table 5-18: Emission coefficients of the 11-unit system

Unit a;

b;

Ci

kg/h

kg/MWh

kg/MW’h

33.93

-0.67767

0.00419

24.62

-0.69044

0.00461

33.93

-0.67767

0.00419

27.14

-0.54551

0.00683

24.15

-0.40060

0.00751

37.14

-0.54551

0.00683

24.15

-0.40006

0.00751

30.45

-0.51116

0.00355

OO |NO O~ WIN| -

25.59

-0.56228

0.00417

30.45

-0.41116

0.00355

e =
o

25.59

-0.56228

0.00417

Tables 5-19 and 5-20 show the optimal solutions obtained by solving the

optimization problem using stochastic fractal search and other solution methods. Using

the new technique, it can be noticed that low cost and low emission rates are obtained.

Comparing with gravitational search algorithm, $4/h lower cost and 17 kg/h lower

emission rate are obtained. Moreover, the solution obtained using SFS is lower than

other techniques solutions by approximately $7/h lower cost and 18 kg/h lower

emission rate.

Table 5-19: Optimal solution of the 11-unit system using SFS

Pg; Optimization Method
MW SFS
Pc1 130.7778
Pc2 110.8997
Pcs 153.2003
Pacs 208.7158
Pcs 167.7840
Pcs 203.2996
Ps7 1663755
Pcs 363.4619
Pso 320.2738
Pc1o 353.0403
Pe11 322.1713
PL 0
Por 2500
Et [kg/h] 1985.23
Cr [$/h] 12418.41

www.manaraa.com



SIMULATION RESULTS AND DISCUSSIONS

51

Table 5-20: Comparison of the results for the 11-unit system

o Er Cr

Optimization Method kg/h $h
A- iteration 2003.301 | 12424.94
Recursive 2003.300 | 12424.94
PSO 2003.720 | 12428.63
DE 2003.350 | 12425.06
Simplified recursive | 2003.300 | 12424.94
GA similarity 2003.030 | 12423.77
GSA 2002.949 | 12422.66
SFS 1985.231 | 12418.41

5.3.4. Case 4: 40 Unit System

The system consists of 40 generation units with

total demand of 10500 MW.

Quadratic cost coefficients, generators limits and emission coefficients are given in

Table 5-23 [6].

Table 5-21 presents the optimal solutions obtained by all methods and Table 5-22

shows the solution obtained using SFS.

Table 5-21: Optimal solution of the 40-unit system

Optimization Method
MODE | PDE | NSGA | SPEA | GSA SFS
Por 10500 | 10500 | 10500 | 10500 | 10500 | 10500
Er [Ton/h] | 211190 | 211770 | 210950 | 211100 | 210930 | 182343.6
Cr[$/h] |125790 | 125730 | 125830 | 125810 | 125780 | 124590

Table 5-22: Optimal solution of the 40-unit System using SFS

P [MW] SFES Pg [MW] SFS P [MW] SFS P [MW] SFS
Pc1 113.8665 P11 295.3845 Pg21 444.5625 Pgs1 175.6489
Pc2 113.9777 Pc12 298.0532 Pc22 439.5840 P32 174.4711
Pas 119.4605 Pc13 432.8162 Pc23 441.3943 Pgas 175.4764
Pca 144.4912 Pc14 431.4881 P24 4455711 Pgaa 173.1724
Pgs 96.9683 Pcis 423.1698 Pg2s 439.9883 Pass 199.9691
Pcs 122.8907 Pci1e 423.5865 Pg2s 463.1519 Pgss 199.8800
Pcr 295.9641 P17 441.2563 P27 25.1624 P37 101.6913
Pcs 297.8583 Pci1s 442.3444 Pg2s 26.6369 Pgss 101.3996
Pgo 281.7908 Pc19 444.3756 Pg2g 26.5788 Pgag 101.0322
Pc1o 140.9844 Pc2o 438.8891 Paso 95.5949 Pcao 449.4179
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Table 5-23: Cost, emission and valve effect coefficients and generators limits of the 40-unit

system
Unit a; Bi Yi PR | PR | a b; Ci 1 Xi d; d;

i $/h $/MwWh | $/MwW?h | mw | Mw | Ton/h | Ton/Mwh | Ton/MW?h | $/h | Rad/Mwh | Ton/h | 1/Mw
1 94.705 6.73 0.00690 36 114 60 -2.22 0.0480 100 0.084 1.3100 | 0.05690
2 94.705 6.73 0.00690 36 114 60 -2.22 0.0480 100 0.084 1.3100 | 0.05690
3 309.54 7.07 0.02028 60 120 100 -2.36 0.0762 100 0.084 1.3100 | 0.05690
4 369.03 8.18 0.00942 80 190 120 -3.14 0.0540 150 0.063 0.9142 | 0.04540
5 148.89 5.35 0.01140 47 97 50 -1.89 0.0850 120 0.077 0.9936 | 0.04060
6 222.33 8.05 0.01142 68 140 80 -3.08 0.0854 200 0.084 1.3100 | 0.5690
7 278.71 8.03 0.00357 | 110 300 100 -3.06 0.0242 200 0.042 0.6550 | 0.02846
8 391.98 6.99 0.00492 | 135 300 130 -2.32 0.0310 200 0.042 0.6550 | 0.02846
9 455,76 6.60 0.00573 | 135 300 150 -2.11 0.0335 200 0.042 0.6550 | 0.02846
10 | 722.82 | 12.90 | 0.00605 | 130 300 280 -4.34 0.4250 200 0.042 0.6550 | 0.02846
11 | 635.20 | 12.90 | 0.00515 94 375 220 -4.34 0.0322 200 0.042 0.6550 | 0.02846
12 | 654.69 | 12.80 | 0.00539 94 375 225 -4.28 0.0338 200 0.042 0.6550 | 0.02846
13 ] 913.40 | 12.50 | 0.00421 | 125 500 300 -4.18 0.0296 300 0.035 0.5035 | 0.02075
14 | 1760.4 8.84 0.00752 | 125 500 520 -3.34 0.0512 300 0.035 0.5035 | 0.02075
15 | 1760.4 8.84 0.00752 | 125 500 510 -3.55 0.0496 300 0.035 0.5035 | 0.02075
16 | 1760.4 8.84 0.00752 | 125 500 510 -3.55 0.0496 300 0.035 0.5035 | 0.02075
17 | 647.85 7.97 0.00313 | 220 500 220 -2.68 0.0151 300 0.035 0.5035 | 0.02075
18 | 649.69 7.95 0.00313 | 220 500 222 -2.66 0.0151 300 0.035 0.5035 | 0.02075
19 | 647.83 7.97 0.00313 | 242 550 220 -2.68 0.0151 300 0.035 0.5035 | 0.02075
20 | 647.81 7.97 0.00313 | 242 550 220 -2.68 0.0151 300 0.035 0.5035 | 0.02075
21 | 785.96 6.63 0.00298 | 254 550 290 -2.22 0.0145 300 0.035 0.5035 | 0.02075
22 | 785.96 6.63 0.00298 | 254 550 285 -2.22 0.0145 300 0.035 0.5035 | 0.02075
23 | 794.53 6.66 0.00284 | 254 550 295 -2.26 0.0138 300 0.035 0.5035 | 0.02075
24 | 794.53 6.66 0.00284 | 254 550 295 -2.26 0.0138 300 0.035 0.5035 | 0.02075
25 | 801.32 7.10 0.00277 | 254 550 310 -2.42 0.0132 300 0.035 0.5035 | 0.02075
26 | 801.32 7.10 0.00277 | 254 550 310 -2.42 0.0132 300 0.035 0.5035 | 0.02075
27 | 1055.1 3.33 0.52124 10 150 360 -1.11 1.8420 120 0.077 0.9936 | 0.04060
28 | 1055.1 3.33 0.52124 10 150 360 -1.11 1.8420 120 0.077 0.9936 | 0.04060
29 | 1055.1 3.33 0.52124 10 150 360 -1.11 1.8420 120 0.077 0.9936 | 0.04060
30 | 148.89 5.35 0.01140 47 97 50 -1.89 0.0850 120 0.077 0.9936 | 0.04060
31 | 222.92 6.43 0.00160 60 190 80 -2.08 0.012 150 0.063 0.9142 | 0.04540
32 | 222.92 6.43 0.00160 60 190 80 -2.08 0.012 150 0.063 0.9142 | 0.04540
33 | 222.92 6.43 0.00160 60 190 80 -2.08 0.012 150 0.063 0.9142 | 0.04540
34 | 107.87 8.95 0.00010 90 200 65 -3.48 0.0012 200 0.042 0.6550 | 0.02846
35 | 116.58 8.62 0.00010 90 200 70 -3.24 0.0012 200 0.042 0.6550 | 0.02846
36 | 116.58 8.62 0.00010 90 200 70 -3.24 0.0012 200 0.042 0.6550 | 0.02846
37 | 307.45 5.88 0.01610 25 110 100 -1.98 0.0950 80 0.098 4.4200 | 0.06770
38 | 307.45 5.88 0.01610 25 110 100 -1.98 0.0950 80 0.098 4.4200 | 0.06770
39 | 307.45 5.88 0.01610 25 110 100 -1.98 0.0950 80 0.098 1.4200 | 0.06770
40 | 647.83 7.97 0.00313 | 242 550 220 -2.68 0.0151 300 0.035 0.5035 | 0.02075
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5.4. CONSIDERING COST, EMISSION AND WIND POWER

The system consists of 6-thermal unit generators. Cost and emission coefficients

are given in Table 5-24 and Table 5-25. In this study thermal generators 1, 2 and 6

replaced by wind generators rated 500 KW, 600 KW and 600 KW, respectively. The

total load demand is 2834 KW [28]. The solutions obtained using stochastic fractal

search is compared with the solutions in [28], which used a modified teaching learning

technique.

The direct electrical energy cost, over estimation and under estimation electrical

energy cost

respectively [28].

coefficients are set

Table 5-24: Cost coefficients of the 6-unit system

Unit a; Bi Yi
i | $/h]sMwh | $/MWh
1 10 200 100
2 10 150 120
3 20 180 40
4 10 100 60
5 20 180 40
6 10 150 100

to $120/MWh, $30/MWh and $30/MWh,

Table 5-25: Emission and valve effect coefficients of the 6-unit system

Unit a; bi Ci di 61'
i | kg/h | kg/MWh | kg/MW?h | kg/h | MW
1 ]140.91] -55.54 64.90 |0.200 | 2.857
2 |25.43| -60.47 56.38 |]0.500 ] 3.333
3 4258 -50.94 45.86 |0.001 ] 8.000
4 143.26| -35.60 33.80 |2.000 | 2.000
5 4258 -50.94 45.86 |0.001 ] 8.000
6 |]61.31| -55.55 51.51 ]0.010| 6.667

5.4.1. Case 1: Solution Without Wind Power

Table 5-26 shows the solutions obtained using stochastic fractal search technique

without wind power and setting value of r equals to zero (minimizing cost only).
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Comparing the results obtained by stochastic fractal search with those obtained by

modified teaching learning algorithm, gives the same cost value $600.111.

By changing the value of r, we can obtain another two different solutions:

e Minimizing emission: cost of $637.7925 and emission of 0.1764 ton

e Minimizing both cost and emission: cost of $601.8331 and emission: 0.1990 ton

Table 5-26: Optimal solution of the 6-unit system without wind power

Pg; Optimization Method
KW SFS
Pc1 109.7225
Pe2 299.7688
Ps3 524.3063
Pca 1016.204
Pcs 524.3064
Pcs 359.6916
PL 0
Per 2834
Er [Ton/h] 0.2221
Ct [$/h] 600.111

5.4.2. Case 2: Solution Including Wind Power

In Table 5-27, three different solutions are obtained using stochastic fractal search.
With the value of r is changed to obtain different solution each time. Comparing the
results with modified teaching learning algorithm results is given in Table 5-28.
Solutions two and three give the same emission, but with lower cost. Solution one

gives higher emission rate using stochastic fractal search, but lower cost.

Comparing the total cost of SFS with wind generators, it can be seen from SFS
results that when replacing three thermal generators, with three wind generators, the
results give $100/h lower cost, which is almost 17% of the total cost in the system. The

emission rates also reduced by 0.1 Ton/h, which is about 50%.
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Table 5-27: Optimal solution of the 6-unit system including wind power

Pg; Optimization Method
KW SFS
Sol # Solution.1 | Solution.2 | Solution.3
Pc1 245.0 244.5 244.9
Pa2 409.4 404.9 419.2
Pas 347.0 363.3 593.6
Pca 951.1 9125 459.9
Pacs 352.3 379.1 586.5
Pas 529.2 529.7 529.8
PL 0 0 0
Per 2834 2834 2834
Er[Ton/n]| 0.1234 | 01214 | 0.1063
Cr[$/h] 487.7265 | 488.3771 | 504.9832

Table 5-28: Optimal solutions of the 6-unit system including wind power

Optimization Method Er Cr
Ton/h $/h
0.1234 | 487.7265
SFS solutions 0.1214 | 488.3771
0.1063 | 504.9832
0.1215 | 488.2176
MTLA solutions 0.1214 | 488.6965
0.1063 | 505.3883

5.5. DYNAMIC ECONOMIC DISPATCH

In dynamic economic dispatch, a period of 24 hours is considered. Each hour has
certain load demand and a corresponding solution for each hour is obtained. The total
cost is calculated by the sum of the costs in each hour. Ramp rate limit is important

factor in this study. Two systems have been studied.

5.5.1. Case 1: 5 Unit System

System 1: Cost and losses are considered including valve-point effect for 5 thermal

units, that has the following data shown in Table 5-29 and 5-30 [34, 56].
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Table 5-29: Cost coefficients, generators limits, ramp rates and valve effect coefficients of the
5-unit system

Unit | a; Bi Yi PI | PR | Xi UR; DR;
i | $h]s/Mmwh ] sMweh | Mw | Mw | $/h | Rad/MWh | Mw/h | Mwih
1 [25] 20 | o008 | 10 | 75 [100] 0.042 30 30
2 |60 18 | 0003 | 20 | 125 [140| 0.040 30 30
3 |100] 21 | 00012 | 30 | 175 |160| 0.038 40 40
4 120 2.0 | 00010 | 40 | 250 [180| 0.037 50 50
5 |40 18 | 00015 | 50 | 300 [200| 0.035 50 50

49 14 15 15 20

14 45 16 20 18
Bij=|[15 16 39 10 12(X 107

15 20 10 40 14

20 18 12 14 35

B,=[0 0 0 0 0]
By, =0

The load demand in 24 h period is shown in Table 5-30.

Table 5-30: Load demand for 24 h of the 5-unit system

Time Load
h MW
1 410
2 435
3 475
4 530
5 558
6 608
7 626
8 654
9 690
10 704
11 720
12 740
13 704
14 690
15 654
16 580
17 558
18 608
19 654
20 704
21 680
22 605
23 527
24 463
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The total cost obtained using stochastic fractal search is $40122 for the 24 hour
period as shown in Table 5-31. The solutions obtained using other two techniques,
seeker optimization algorithm and sequential quadratic programming, are shown in
Table 5-32. Comparing the solution obtained using SFS with SOA solution, $2466
lower cost is obtained. Moreover, the solution obtained using SFS is lower than
SOA-SQP solution by $579.

Table 5-31: Optimal solutions of the 5-unit system using SFS

Time | Load Pc1 Peo Pg3 Pca Pcs PL Cost

MW MW MW MW MW MW MW $/h

410 | 15.6235| 71.0956 | 63.2422 | 117.6855 | 145.9588 | 3.6056 | 1202.9

435 116.2198 | 72.935 | 71.0552 | 127.4069 | 151.4267 | 4.0436 | 1260.1

475 118.0725] 79.5119 | 79.1652 | 142.9912 | 160.0812 | 4.8220 | 1352.6

530 |20.4917 | 85.301 | 99.1549 | 157.0249 | 173.9848 | 5.9573 | 1482.1

558 | 21.2456 | 91.1124 ]103.1600 | 171.9998 | 177.109 | 6.6269 | 1548.9

608 | 23.6971 | 96.0931 | 118.5535 | 185.7833 | 191.7183 | 7.8453 | 1669.7

626 | 25.0163 | 97.1042 | 125.8175]191.1269 | 195.235 | 8.3000 | 1713.7

654 | 26.2081 | 100.8749 | 131.2778 | 201.8107 | 202.9014 | 9.0729 | 1782.7

690 | 27.0603 | 107.0659 | 143.392 | 207.483 | 215.086 | 10.0872 | 1872.5

704 | 27.5304 | 107.1357 | 149.1451 | 217.6733 | 213.0161 | 10.5005 | 1907.5

720 | 29.0407 | 107.8755 | 151.2633 | 226.1561 | 216.661 | 10.9965 | 1947.9

740 |29.9456 | 110.1877 | 156.9594 | 230.554 | 223.9664 | 11.613 | 1998.7

704 |26.7123 | 105.8791 | 146.4549 | 220.0822 | 215.3901 | 10.5185 | 1907.6

690 | 28.5668 | 102.8044 | 144.492 | 213.6945 | 210.5201 | 10.0778 | 1872.4

654 | 25.8361 ] 99.7957 | 134.0199 | 200.5522 | 202.8542 | 9.0581 | 1782.8

580 |22.8203 | 92.1897 | 109.1687 | 177.4265 | 185.5437 | 7.1488 | 1601.8

558 | 21.3753 | 89.562 |104.4746 | 168.2293 | 180.9728 | 6.6139 | 1548.8

608 | 24.9208 | 94.9945 | 117.9843 | 186.5232 | 191.4194 | 7.8421 | 1669.7

654 | 25.5204 | 99.9084 | 131.3958 | 201.9494 | 201.2999 | 9.0739 | 1782.7

704 | 27.9375 | 105.0274 | 148.0066 | 217.6056 | 215.9224 | 10.4995 | 1907.6

680 | 27.7815 | 103.9252 | 140.0752 | 203.5158 | 214.4916 | 9.7894 | 18475

605 | 24.0115] 96.5422 | 116.4111 | 185.3175] 190.4923 | 7.7746 | 1662.4

527 120.2413 | 83.9092 | 97.2500 | 159.0847 | 172.4118 | 5.8970 | 1474.9

NN N R PR PR R R R R e
RN ROSloloNoosw R lo@RN o 0~ WNIF S

463 | 17.9778 | 78.7928 | 75.6125 | 137.1786 | 158.0237 | 4.5854 | 1324.7

Table 5-32: Optimal solutions of the 5-unit system

Optimization Method

SOA | SOA-SQP | SFS
Por | 14577 14577 14577
Ct [$/h] | 42588 40701 40122
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5.5.2. Case 2: 10 Unit System
System 2: Cost only is considered including valve-point effect for 10 thermal units.
Losses are neglected. The used data is given in Table 5-33 and 5-34 [34, 56].

Table 5-33: Cost coefficients, generators limits, ramp rates and valve effect coefficients of the
10-unit system

Unit] Bi Yi pE | PR | Xi UR; | DR,
i $h | s/Mmwh | s/Mweh | Mw | Mw | $/h | Rad/MWh | MW/h | MW/h
1 |[958.20] 21.60 [0.00043| 150 | 470 [450| 0.041 80 80
2 |1313.6] 21.05 |0.00063| 135 | 460 |600| 0.036 80 80
3 |604.97| 20.81 [0.00039| 73 | 340 [320| 0.028 80 80
4 147160 23.90 [0.00070| 60 | 300 [260| 0.052 50 50
5 |480.29| 21.62 |0.00079| 73 | 243 |280| 0.063 50 50
6 |601.75| 17.87 [0.00056 | 57 | 160 [310| 0.048 50 50
7 |502.70] 16.51 |0.00212| 20 | 130 |300| 0.086 30 30
8 |639.40| 23.23 [0.00480| 47 | 120 |340| 0.082 30 30
9 |455.60] 19.58 |0.10008| 20 | 80 |270| 0.098 30 30
10 [692.40| 22.54 [0.00951] 55 | 55 [380| 0.094 30 30

Table 5-34: Load demand for 24 h of the 10-unit system

Time Load
h MW
1 1036
2 1110
3 1258
4 1406
5 1480
6 1628
7 1702
8 1776
9 1924
10 2072
11 2146
12 2220
13 2072
14 1924
15 1776
16 1554
17 1480
18 1628
19 1776
20 2072
21 1924
22 1628
23 1332
24 1184
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The solution using stochastic fractal search is lower than other two methods as
shown in Table 5-35. Comparing the solution obtained using SFS with SOA solution,
$20823 lower cost is obtained. Furthermore, the solution obtained using SFS is lower
than SOA-SQP solution by $18338.

Table 5-35: Optimal solutions of the 10-unit system

Optimization Method
SOA |[SOA-SQP| SFS
Por 40108 40108 40108
Cr [$/h] | 1023945 | 1021460 | 1003122

For 24 hour period, the load demand in each hour, the generation power of each
generator, the generation cost of each hour and the total generation cost are shown in

Table 5-36.

In this chapter, Results have shown that the optimal SFS solution reduces the
system production costs, losses and emissions. Different scenarios have been studied
including generators power limits (lower, upper, ramp rate limits and prohibited zones),

transmission network losses and wind power.
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CONCLOUSIN AND FUTURE
WORK

6.1. CONCLUSION

ue to the importance of economic dispatch in power systems, a new approach
Dhas been introduced to solve combined economic emission dispatch including
wind power. The SFS algorithm, which is one of the latest global optimization
algorithms, is a promising algorithm and outperforms some existing well known

metaheuristic algorithms.

Results have revealed that the optimal SFS-based optimal solution significantly
reduces the system production costs. Results also have shown that the optimal
solutions obtained using the SFS algorithm which performs better than some
commonly used global optimization techniques, such as GA and PSO since a lower

cost has been obtained.

The algorithm has been applied to different test systems with different number of
generators; 6, 10, 11, 13 and 40 generating units, including emission, thermal
generators constrains, transmission losses and wind power. The obtained solution
using SFS regarding both cost and emission was lower compared to other solution

methods.
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In the first scenario, considering only the cost as an objective function, the solution
obtained using SFS was the same as the PSO solution and lower than GA solution for
the six unit system. In this case, all generators limits (lower, upper, ramp rate limits
and prohibited zones) are included. Transmission losses are also considered. This
shows the ability of SFS in solving an economic dispatch problem. In the second, third
and fourth cases with 13 and 40 generating units (with and without valve-point effect),
the solution obtained using SFS was lower than other solution methods; PSO, DE and

SQP.

In the second scenario a combined economic-emission dispatch was studied for 6,
10, 11and 40. In all cases the obtained solution regarding both cost and emission
rates using SFS was lower than all other optimization methods solutions, except in the

second case, the emission rates were slightly higher than other solution methods.

In case of using wind power effectively, the emission rates and total cost are
reduced. This shows that benefits of using wind power as an energy source with no
emission and greenhouse gases. It delivers power with minimal impact on the
environment. Wind power can also be cost-effective compared to traditional power

sources such as fossil fuel, natural gas and coal as in our studied case.

Dynamic economic dispatch has been studied in the fourth scenario for 5 and 10
generating units, and the results have shown the superiority of SFS, as the solution

obtained using SFS was lower than SOA and SQP solutions in both cases.

The proposed algorithm has achieved faster and near global optimal solution
compared to the other approaches. This shows the ability of this new technique in

solving nonlinear constrained optimization problem.
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6.2. FUTURE WORK

Even though transmission losses, generation limits have been studied in this thesis
in solving realistic economic dispatch problem. Additional constrains in power system
must be considered when solving this problem, such as line flow constrains, which is
defined as each transmission line has its maximum power transfer capability and the
power flow in each transmission line must not exceed this value. Moreover reactive

power, voltage magnitude and angle must be taken into count.

Another important factor is the spinning reserve, which can be explained as the
extra generating capacity that is available by increasing the power output of
generators, which are already connected to the power system. Furthermore, accurate

wind generation mathematical representation can be considered.
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